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Improved adaptive-threshold burst assembly in
optical burst switching networks
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An improved adaptive-threshold burst assembly algorithm is proposed to alleviate the limitation of conven-
tional assembly schemes on data loss and delay. The algorithm will adjust the values of assembly factors
according to variant traffic regions. And the simulation results show that, by using the adaptive-factor
adaptive assembly scheme, the performance of networks is extensively enhanced in terms of burst loss
probability and average queuing delay.
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As fine granularity and the non-buffer nature, optical
burst switching (OBS) has been regarded as one of the
main supporting technologies for next-generation opti-
cal internet, which combines the best of optical circuit
switching and optical packet switching[1]. In OBS net-
works, contention resolution is one of the hot topics and
much work has been devoted to them, such as chan-
nel scheduling, deflection routing, burst segment/drop
etc.[2]. But most of these methods require the support of
either tunable wavelength converters (TWCs) or optical
buffer devices (e.g. fiber delay lines (FDLs)). It is no
doubt that the addition of TWCs and FDLs must bring
more complex and larger switch fabric at each core node.
Also, as far as the current immature technologies on op-
tical buffers and converters, in the near future, it will be
unpractical to introduce the abundant expensive TWCs
and FDLs into transparent optical networks. A feasible
and reasonable way has been proposed for the current
optical networks to simplify the complexity of core nodes
as much as possible and let much work has been done
at edge nodes electronically[3]. Thus, adopting burst
assembly implemented at edge nodes to avoid burst con-
tention has attracted much attention recently, because of
the processing flexibility and abundant cheap electronic
random-access memory (RAM)[4−8]. In this letter, we
propose a novel assembly scheme called adaptive-factor
adaptive-threshold-assembly (AFATA) to alleviate the
weakness of conventional adaptive threshold assembly
in terms of burst loss probability and average queuing
delay.

Basically threshold-based burst assembly schemes can
be categorized into two types: 1) fixed threshold as-
sembly (FTA)[4] and 2) adaptive threshold assembly
(ATA)[5,6], whose performances are highly determined
by the design parameters, such as burst size and assem-
bly period etc.[7]. In the FTA scheme, the burst threshold
is a constant in all traffic states, e.g., fixed-assembly-
period (FAP) and fixed-assembly-size (FAS). Taking the
dynamic traffic into account, it is obvious that the FTA
scheme is too rigid to improve transmission efficiency,
though it is easy to be implemented with low complexity.
Alternatively, in order to enhance the bandwidth usage

on the premise that low loss and delay are guaranteed,
adaptive-assembly-size (AAS) algorithm[5] is proposed,
which adjusts the values of threshold according to the
dynamic traffic. For the AAS algorithm, the authors
design a control-window on burst size (BS) with up-
per bound Qhigh and lower bound Qlow (see Fig. 1).
Specially, under a certain traffic condition, when the de-
signed assembly threshold is Qlow, a low burst loss rate
(e.g. 10−6) should be guaranteed. In addition, because
a data burst variation is assumed not over 2% in Ref.
[5], the value of (Qhigh − Qlow) is equal to Qlow × 2%.
Then, within the predetermined assembly period T , if
Qlow < BS < Qhigh, the size-window will be unchanged.
Once BS > Qhigh, the window will increase by one step,
that is, Qhigh = Qhigh + Δsize and Qlow = Qlow + Δsize,
where Δsize denotes the change of burst size per step.
Similarly, when BS < Qlow, Qhigh = Qhigh − Δsize and
Qlow = Qlow − Δsize. But the value of Qhigh should
be less than the maximum BSmax and Qlow is larger
than the minimum BSmin. Whereas, considering the
bursty of traffic, for example, the traffic load is suddenly
changed from light (heavy) load to heavy (light) load,
this step-by-step assembly scheme is clearly not enough
flexible. Comparatively, based on the time-sensitive na-
ture of TCP flow, Cao et al. proposed a more flexible
and proportional-based assembly scheme called adaptive-

Fig. 1. Conventional adaptive assembly size scheme.
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assembly-period (AAP)[6]. Briefly, the AAP algorithm
can be depicted as

APqsd = α × AvgBLqsd

Bandwidth × Channel
, (1)

where APqsd and AvgBLqsd are the assembly period and
average burst length of queue qsd respectively, α is the
constant called assembly factor.

However, since the controlling-object is TCP flow, it
is certain that the performance on edge delay and band-
width usage, which is directly related to the assembly
period, is dramatically improved by using AAP. But
the price is that continuous blocking and huge varia-
tion in burst size are caused easily[5]. Then, to over-
come the weakness in AAP, we propose a proportional-
based adaptive-assembly-size (PAAS) algorithm that ad-
justs the threshold of burst size proportionally in accor-
dance with the change of IP traffic. And this algorithm
can be depicted as

ΔTp = Tp − Avg[Tb], (2)

[Thi]b,i = Avg[Lb] − F
ΔTp

Avg[Tb]
· Avg[Lb], (3)

where Avg[Tb] is the average assembly time and Avg[Lb]
is the burst length when assembly time is Avg[Tb] at
traffic load ρ = 0.4 (traffic load is defined as ρ =∑

λ/mμ, where m is the number of data channels);

Tp =
Avg[Lb]∑

i=1

( 1
λi

+ 1
μ) is the sum of arrival time of multi-

ple packets sampled, λi is packet arrival rate with mean
λ, μ is the service rate, ΔTp is the change of Tp, [Thi]b,i is
the length-threshold of Burst i, and F is called assembly
factor. From Eq. (2), it is apparent that Tp character-
izes the real-time traffic state of IP flow. So, according
to ΔTp, the assembler will adjust the value of [Thi]b,i

at edge nodes. And once the queue length of a burst,
Lb,i, reaches or exceeds [Thi]b,i, this burst will be sent
immediately. Our work is then concentrated on the quan-
tification of the PAAS algorithm on burst loss probabil-
ity (BLP) and average queuing delay (AQD). Besides, to
alleviate the synchronous effect and overlarge edge de-
lay, we set the lower and upper limits of burst length
denoted by MBL and MAL respectively for all bursts.
That means, if Lb,i > MAL, we set Lb,i = MAL, and
when Lb,i < MBL, then Lb,i = MBL. Especially, from
Ref. [7], when BS = 10 kB, the loss rate reaches 10−2

even at ρ = 0.3, and if BS > 200 kB, the block perfor-
mance is its asymptotic value in all traffic states. So, in
this letter, assuming each IP packet is 500 bytes, we then
set MBL = 30 and MAL = 250. Furthermore, to exam-
ine the capability of assembly algorithms, we assume that
the offset time for all bursts is the same and the original
burst length L0 is equal to 100 at ρ = 0.4.

Then the simulation results of the effect of assembly
factor F on data loss and queuing delay are shown in
Fig. 2 from a typical simulation scenario used in Ref. [8].
In Fig. 2(a), comparing the numerical results when F is
equal to 0.5 and 5 respectively, a lower BLP no higher
than 10−5 is obtained when F = 0.5 in light load. Con-
versely, under the condition of ρ = 1.0, the BLP when

Fig. 2. Performance evaluation on the PAAS algorithm.

F = 5 is just about 1/100 that when F = 0.5. And simi-
lar results are also gained in Fig. 2(b) on AQD. Such an
interesting result on the selection of F is mainly caused
by the negative exponential distribution of assembly pe-
riod when we assume the arrival of IP packets is a Pois-
son process. For instance, in light load (ρ < 0.4), due to
Tp > Avg[Tb], from Eq. (1), a positive and large value of
ΔTp is gotten. Substituting this large value into Eq. (3),
if F is small (large), [Thi]b,i is large (small), we then get
a low (high) loss but large (small) queuing delay. On the
other hand, in heavy load (ρ > 0.4), ΔTp is a negative
and small value. Thereby, if F is small (large), [Thi]b,i is
small (large), and a high (low) loss but small (large) de-
lay is obtained. Consequently, for the PAAS algorithm,
the performance of networks is absolutely limited by as-
sembly factor F , and there may be an inevitable contra-
diction that always exists in getting low BLP and AQD
in all traffic states.

Fortunately, from Fig. 2, in a certain traffic region, the
PAAS algorithm with variant values of F presents a bet-
ter performance on both BLP and AQD. As a result,
in order to improve the weakness of PAAS with fixed-
factor and provide high quality of service (QoS), a novel
adaptive-assembly size algorithm called adaptive-factor
adaptive-assembly-size (AFAAS) is proposed, which ad-
justs the values of F in variant traffic states accord-
ingly. First, the input traffic load at each edge node
is divided into three variant traffic regions — light load
(ρ : 0.1 − 0.3), normal load (ρ : 0.3 − 0.7), and heavy
load (ρ : 0.7 − 1.0). Then the AFAAS algorithm is ap-
plied by selecting variant values of F in variant traffic
regions: in light load, a small value of F denoted by F1

is enough to get a low BLP with an assured low AQD;
similarly, to guarantee the lower BLP, two larger assem-
bly factors should be selected in normal load and heavy
load, denoted by F2 and F3, respectively. So Eq. (2) is
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substituted by

[Thi]b,i =

⎧⎨
⎩

Avg[Lb](1 − F1 · ηTp) ρ ∈ 0.1 − 0.3
Avg[Lb](1 − F2 · ηTp) ρ ∈ 0.3 − 0.7
Avg[Lb](1 − F3 · ηTp) ρ ∈ 0.7 − 1.0

, (4)

where ηTp = ΔTp/Avg[Tb] is the change ratio of ΔTp.
Here we evaluate the performance of the AFAAS algo-

rithm in terms of BLP and AQD. Based on the analysis
above and Fig. 2, the assembly values are chosen as
F1 = 0.5, F2 = 3, and F3 = 5. Furthermore, aiming at
comparing with other assembly schemes with different
granularities, for the FTA schemes, we select middle
granularity (FAS: Lb = 100) and large granularity (FAP:
Tb = 2 ms). And for the assembly factor F in PAAS,
a middle value (F = 2) and a large value (F = 5) are
chosen respectively. Then, the numerical results by sim-
ulation are shown in Fig. 3. From Fig. 3, whether the
algorithm FAS or FAP is adopted, a large and intolerable
AQD exists though a very low BLP (< 10−6) is gotten in
light load. Instead, comparing with PAAS, we get a low
BLP (< 10−5) but acceptable AQD in light load by using
AFAAS. Again, when 0.4 < ρ < 0.7 and 0.7 < ρ < 1,
BLP < 10−4 and AQD < 0.8 ms, BLP < 10−3 and
AQD < 1 ms, respectively. That indicates that, with
an appropriate decision on assembly factors, the AFAAS
algorithm multi-assembly-factor based has better perfor-
mance than other assembly algorithms in that data loss
and queuing delay. Note that, for the AFAAS algorithm,
a better numerical result may be obtained if we choose
various values of assembly factor in each traffic state.
However, considering the computational complexity of
assembly algorithm, it is not necessary for the overmuch
traffic partition.

Further, we set a target requirement on BLP and AQD

Fig. 3. Performance comparison of various burst assembly.

Table 1. Target Requirement

Traffic Light Normal Heavy

Loss Rate < 10−5 10−5− < 10−4 < 10−3

Queuing Delay < 0.6 ms 0.6 − 0.8 ms < 1 ms

Table 2. Performance Evaluation for Target
Requirement

FASa FAPb AFAAS PAAS

(0.5,3,5) F = 2 F = 5

Light BLP
√ √ √

AQD
√ √

Normal BLP
√ √

AQD
√ √ √

Heavy BLP
√ √ √

AQD
√ √ √ √

a: Lb = 100; b: Tb = 2 ms.

(Table 1) and the evaluating results for various assem-
bly schemes are shown as Table 2. It is apparent that,
from Table 2, AFAAS is the optimal scheme to satisfy the
given target requirement except for AQD in light load.
But, from Fig. 3, the value of AQD in AFAAS, not over
0.7 ms, is very near to the target even in light load.

In conclusion, in order to overcome the limitation of
assembly parameters and enhance the flexibility of as-
sembly algorithm, based on the variant traffic states, an
improved algorithm AFAAS with adaptive-factor is pro-
posed. And the numerical results by simulation indicate
that a good trade-off between low burst loss and queu-
ing delay is obtained within all traffic states by using our
algorithm and it is also the unique assembly scheme to
satisfy the given target requirement.
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